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Abstract 

The short communication brings about recent advances of modeling in applied and natural sciences. Evidences from 

abstracted knowledge is used for the modeling of problems. Abstracted knowledge in applied and natural sciences 

corresponding to different problems may range from rich (complete) evidence base to poor (incomplete) evidence base. 

The different problems related to the use of evidence base are from diagnosis and treatment of various diseases to risk 

from large-scale disasters. Current developments as an alternative to trial and error method/approach for solving 

problems as one of the fundamental method/approaches will be briefed in the paper.  
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Introduction 

Abstracted knowledge in applied and natural sciences 
corresponding to different problems may range from rich 
(complete) evidence base to poor (incomplete) evidence 
base. In the case of rich (complete) evidence base of 
abstracted knowledge, the relationships (governing 
equations) between the dependent and independent 
parameters are well-defined. Models based on such 
relationships can be referred as precise (certain) type; for 
example, (i) Assessment of enzyme immobilization for 
diagnosis and treatment of various diseases: It is used 
extensively in process industries that include industrial 
catalysis, analytical application, medical/therapeutic 
application and bio–separation; and (ii) Classical 
mechanics, which are derived from first principles. 

Whereas in the case of poor (incomplete) evidence base of 
abstracted knowledge, the relationships between the 
identified parameters will be ill defined. Models based on 
such relationships can be referred to imprecise (uncertain) 
type; for example, (i) Drug discovery for new candidate 
medications in the fields 
of medicine, biotechnology and pharmacology; and (ii) 
Modeling risk from large-scale disasters based on 
probabilistic or fuzzy set approach. When the evidence 
base of abstracted knowledge is neither rich nor poor but 
is in between rich and poor, the relationships between the 
identified parameters are generally defined empirically. 
Based on the source of the evidence base, models have 
been characterized broadly as shown in Figure 1. Models 
based on such relationships can be classified as empirical 
type; for example, (i) Prediction of the molecular 
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structure of molecules using more accurate quantum 
chemical methods, to find stationary points on the energy 
surface as the position of the nuclei is varied, (ii) clauses 
in engineering codes of practice, and (iii) Rankin’s 
formula for design of columns. Similarly, empirical and 
possibility solutions are classified under inductive based 
modeling, and exact (closed form) solutions derived from 
theories (first principles) are classified under deductive 
based modeling as depicted in Fig. 1. Inductive and 

deductive based models are also known as data-driven 
and non-data-driven models, respectively. These models 
have been influenced by the arrival of computers during 
and after 1950s. Trial and error method/approach is 
considered as one of the fundamental 
method/approaches for solving problems, which are 
modeled deductively and also for inductive modeling of 
problems that primarily depend on data.  

 
 

 

Figure 1: Characterization of Fundamental Knowledge. 
 

 
In this paper, current developments in machine 

learning / data mining techniques as an alternative to trial 
and error method for inductive (data-driven) and 
deductive models have been briefly brought out. 
 

Inductively Modeled Problems 

Several research-works providing alternative to trial and 
error method appeared recently for inductive models using 
simulation-driven and data-driven approaches under the 
Materials Genome Initiative [1]. This initiative has shown 
promising results and led to Material Genome Project at 
MIT, USA [2]. Similarly, another initiative on finding the 
ground state of the crystal and electron arrangement in 
which the energy was minimum has shown promising 
results in spite of earlier standard methods had to 
undergo too much of trial and error [3]. Moreover, in 

another research work about how machine learning seeks to 
develop methods for computers to improve their 
performance for certain tasks based on observed data [4]. 
Most of these works highlight the use of simulation- and 
data-driven approaches, which is a process of extracting 
patterns from data. 

 
In Inductive Modeling, patterns in data and their 

relationship can be identified using machine-learning 
techniques. Machine learning is a field of study that gives 
computers the capacity to learn without being explicitly 
programmed [5]. It involves in construction 
of algorithms that can learn from data [6] rather than 
following static program instructions [7]. For example, a 
Bayesian network could represent the probabilistic 
relationships [4] between diseases and symptoms. Given 
symptoms, the developed network can be used to 
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estimate the probabilities of the presence of various 
diseases [7]. Many machine leaning techniques are 
available in the literature, namely, decision tree learning, 
association rule learning, artificial neural networks, deep 
learning, inductive logic programming, support vector 
machines, clustering, Bayesian networks, reinforcement 
learning, representation learning, similarity and metric 
learning, sparse dictionary learning, and genetic 
algorithms.  

 
In inductive modeling, the data/information used to 

build a model is called as problem space. For instance, a 
problem space has been built based on the research 
conducted on origin of the human malaria 
parasite Plasmodium falciparum in gorillas [8] to build a 
model by machine learning using the training data of 
malaria parasite sequence. The extraction of all valid 
solutions from the identified problem space has been 
known as solution space. 
 

Deductively Modeled Problems 

The methods to handle deductive models were 
developed well before the advancement of data mining 
and machine learning techniques of computer software. 
Deductive models can find wider use in 
science, engineering, biology, business, psychology, 
sociology, computer science, and industry. Model of a 
real-life problem can be formulated with a set of 
interdependent parameters (independent and dependent 
variable) and governing equations. Trial and error is a 
fundamental method of solving these problems [9], which 
fall into a broad category of Constraint Satisfaction 
Problems (CSPs). CSPs are a subject of intensive research 
in theoretical computer science, artificial intelligence, and 
operations research. They provide a common basis for 
exploration of a large number of problems with both 
theoretical and practical importance. Similar to the way in 
which a biochemist proposes a chemical reagent and then 
performs clinical tests, trial and error approach is 
adopted to search for a solution of a CSP, where inputs are 
either un-known or not specific. For instance, when an 
infectious disease outbreaks, because of an unknown 
virus, biochemists need to find diagnostic reagents that 
have no serious side effects. In a simplified formulation, 
this involves a search for a reagent that satisfies a 
collection of constraints [10]. It has also been used 
extensively in product design and experiments [11]. The 
trial and error approach generally advances by adaptively 
posing a sequence of a candidate solutions and observing 
their validity. If a proposed candidate solution is found to 
be valid, then the assignment is accomplished; and 
otherwise, an error is signaled to proceed with next 

iteration [12]. An important feature of this approach is 
problem-specific: trial and error makes no take on to 
generalize a solution to other problems, and non-optimal: 
trial and error is an attempt to find a solution for a given 
precise values, not all solutions, and not the best solution 
[13]. The most critical ingredient in the trial and error 
approach is how to employ previously returned errors to 
propose future trials.  
 

Concluding Remarks 

The classification of evidence bases of abstracted 
knowledge used for modeling is presented. Different case 
studies from diagnosis and treatment of various diseases 
to risk from large-scale disasters related to the use of 
evidence base has been highlighted. Current 
developments in modeling for solving problems as an 
alternative to trial and error method/approach is 
explained. 
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