
Open Access Journal of Astronomy 
ISSN :2996-6701MEDWIN PUBLISHERS

Committed to Create Value for Researchers

Anticipation Problems in Aerospace Psychology: Application of Delphi Method Open J of Astro

Anticipation Problems in Aerospace Psychology: Application of 
Delphi Method

Suhir E*
Portland State University, USA
 
*Corresponding author: Ephraim Suhir, Portland State University, Portland, OR, UC-Los Angeles, 
CA, and ERS Co, Los Altos CA, USA, Email: suhire@aol.com

Review Article
Volume 2 Issue 2

Received Date: April 22, 2024

Published Date: July 01, 2024

DOI: 10.23880/oaja-16000117

Abstract

Delphi method (DM), a process of arriving at group consensus by providing experts with rounds of questionnaires, as well 
as the group response before each subsequent round, can be applied in anticipation problems in avionic psychology. The 
following DM efforts are addressed in this analysis: 1) Selection of experts; 2) Estimates using Student’s distribution; and 3) 
Decision making support using Fischer criterion.
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Introduction

The Delphi Method (DM)

Useful information of a very broad nature can be 
often obtained, as is known, in a timely and cost-effective 
fashion about an event, an issue, a possibility, a situation, 
a methodology or a parameter of interest by processing, in 
a systemic way, opinions (feedback) of a selected group of 
experts, using DM. In some applied science and engineering 
undertakings such an approach could be implemented 
instead of conducting costly and time consuming actual 
experiments. The DM is the best known and the most 
widely used technique of this type [1-19]. The method has 
been proven to be useful in numerous decision making 
problems in forecasting, auditing, planning and business 
management. The experts do not interact and express their 
opinions independently, by answering sets of highly focused 
questions from the beforehand developed questionnaires. 
The information obtained from a particular expert is treated 

as an independent sample of a random (uncertain) variable 
(characteristic) of interest, and more or less sophisticated 
statistical methods for analyzing random data are being 
subsequently used to process and interpret the obtained 
information. 

The DM is a probabilistic predictive modeling technique 
that is based on an assumption that the deviations of expert 
opinions (estimates) from the “objective truth” are due to 
random causes, and that the application of the DM is able to 
“restore” such an “objective truth” with a certain degree of 
confidence. 

The DM assesses the meaningfulness of the estimates, 
the degree of the agreement of the expert opinions, and can 
be even used to select and form the right team of experts by 
assessing their suitability and the levels of their expertise. 
After the experts estimates are processed, each expert 
might be given the resultant estimate. The expert might 
be provided also with some additional information. Using 
these data, he/she might re-visit and re-examine his/hers 
estimates. The entire procedure is repeated until the experts’ 
estimates become reasonably consistent. The method is 
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most suitable, when there is a need to provide an insight into 
an undeveloped subject area, when a long range forecast is 
needed, when the past data are not relevant to the future, 
and when consistent historical data do not exist or are not 
available. 

The major strengths of the DM are the use of sound 
reasoning; applicability to a wide range of issues; absence 
of the interference from group social pressures; and ease 
in bringing in experts. The DM’s drawbacks are, in effect, 
common to all judgmental forecasts: judgmental nature 
of such forecasts; difficulties in selecting suitable experts; 
evaluating their expertise and other human qualities 
important for obtaining an objective and consistent 
information; difficulties in estimating how accurate the 
obtained information is; numerous challenges in creating 
effective and goal-oriented questionnaires. The typical 
problem and complaint is the difficulty of evaluating the 
actual expertise and/or the conscientiousness of the experts. 
In the analysis below we show how three more or less well 
known methods of processing DM data can be applied in 
some anticipation problems in avionic psychology. 

The following particular problems are addressed in this 
analysis: 1) Selection of experts; 2) DM based estimates using 

Student’s distribution; 3) DM based decision making support 
using Fischer criterion

Selection of Experts

Prior to starting questioning experts using the developed 
questionnaire the DM analyst has to determine the actual 
expertise of the experts, the thoroughness of their thinking 
(“human capacity factor”) and the appropriate number of 
experts [20]. Apart from competence in the field, a good 
expert should possess some important additional human 
qualities: 1) Creativity, i.e. the ability to address problems, 
for which methods of solution are unknown; 2) Heuristic 
ability, i.e., the ability to identify nontrivial problems; 3) 
Intuition (“gut feeling”, “educated guess”), i.e. the ability to 
see a solution without knowing why; 4) Predicativity, i.e., 
the ability to anticipate a solution or a potential pitfall; 5) 
Independence, i.e., the ability to withstand the opinions of 
others, even if these opinions are in majority; 6) Versatility, 
i.e., the ability to see a problem from a different point of view. 
Formalized information about the source for the experts’ 
answers and the degree of influence due to each source on 
his/her answer can be obtained, e.g., by asking the experts to 
complete the following Table 1:

Source of Expert’s Answer
Influence on an Expert

High Average Low
Own analysis x _ _

Own experience x _ _
Studies of others _ x _

Intuition _ _ x
Table 1: Source of expert’s answer.

As to the number of experts, it should be sufficient 
to ascertain that the essential features of the problem 
are captured. Too many experts may lead to significant 
differences of opinions, as well as to difficulties in the 
organization of the expert procedure and processing of 
the obtained data. It is advisable that the group of experts 
consists of not less than 20 and not more than 50 individuals. 
Once the number of experts is decided upon, the selection 
of particular individuals can be carried out in several stages. 
For instance, a small group of specialists capable of providing 
opinions could be initially nominated by the project manager 
(coordinator). Then the questionnaires are given to each 
of the specialists named. They, in turn, give the names of 
specialists competent in the topics under consideration. 
The process continues until new names do not appear any 
more. Such a procedure will most likely result in a complete 
list of competent persons in the organization (agency). The 

questions in a questionnaire should be formulated so as to 
exclude ambiguous answers. Humans answer qualitative 
questions (“better/worse”, “more/less”, “higher/lower”) 
better than quantitative questions. Questionnaires should 
therefore involve questions requiring qualitative answers, 
even if the ultimate goal is to obtain quantitative information. 

Example: Do you think that Iran’s attacking Israel is 
impossible, highly unlikely, unlikely, less likely than more, 
has a 50%/50% chance, more likely than less, likely, highly 
likely, almost certain (circle the appropriate answer). These 
responses could be interpreted as 0, 12.5%, 25.0%, 37.5%, 
50.0%, 62.5%, 75.0%, 87.5%, and 100% probability that the 
attack will occur. The questions in the questionnaires should 
be arranged hierarchically, i.e., more general questions 
should be asked first, and the more specific questions should 
follow.
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Estimate using Student’s Distribution

Student’s t-distribution is a family of continuous 
distributions that arises when estimating the mean values 
of a normally distributed random variable in situations 
where the sample size is small and the standard deviation 
of the population is unknown. Student’s t-distribution is 
symmetric and bell-shaped, like the normal distribution, 
but has “heavier tails”, meaning that it is more prone to 
producing values that fall far from its mean. This makes it 
useful for understanding the statistical behavior of certain 
types of ratios of random quantities, in which variation in the 
denominator is amplified and may produce outlying values 
when the denominator of the ratio falls close to zero. In the 
example that follows we assess, using DM data and Student’s 
t-distribution the most likely value of the duration of the 
anticipation time. The general procedure is as follows [18].

Let a parameter (event) X , such as, in the case in 
question, short term anticipation (STA) time in a particular 
flight situation, be estimated by N  independent experts. The 
effective estimate α  of the parameter X  is
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Here is the competence (“weight”) of the κ -th expert, 

and kx  is the estimated value by this expert. The statistical 
significance of the obtained result can be defined as an 
interval
                                 α α α−∆ ≤ ≤ + ∆                                            (3)

In which the value of interest can be found with the 
given (required, desired, specified) probability1 Q− , where 
Q  is the probability of error. In the inequality (3), α  is the 
mean value of the estimate and is the deviation of the actual 
(random) value of the estimate α  from its mean value. If the 
variable α  has a normal distribution with the mean value α  
and the variance D  then the deviation of the actual value of 
the estimate α from its mean value is

                                             

t
N
σ

∆ =                                                 (4)

where the t value has Student’s distribution with 1N −  
degrees of freedom, and Dσ = .

Let the experts’ estimates of the number of seconds that a 
pilot needs to anticipate a particular situation of importance 
during a certain flight are as shown in Table 2:

k 1 2 3 4 5 6 7 8 9 10

kx 33 35 32 34 38 34 37 40 36 36

Table 2: Experts’ estimates of the number of seconds.

All the experts have the same “weight” 1kα = , the 
acceptable probability of error is 5%,Q =  and one wants 
to establish the confidence interval for the estimate 

35.5α =  determined by the formula (1) and the degree of 
disagreement 4.90D =  found from the formula (2). The 
tables for the Student’s distribution for the number 1 9N − =  
of degrees of freedom, the probability of error 0.05Q =

, and the standard deviation 4.90 2.2136Dσ = = =  , 
yield: 2.262t = Then the formula (4) yields: 1.583∆ = From 
the inequality (3), we conclude that the actual value of the 
duration of the anticipation time falls within the range 
between 33.917 and 37.083 seconds, with the probability 
95%.

Decision making Support using Fischer 
Criterion

The DM can also be applied for the evaluation, using 
opinions of experts (reviewers), of a particular choice 
(proposal, strategy, approach, technology, plan, item, product, 
mission, initiative, service, software, weather forecast, sea 
state condition, individual, algorithm, etc.), and for making a 
decision (choice) based on such an evaluation [18]. First, the 
experts are requested to fill out questionnaires aimed at the 
selection of the choice to be made. Then they are requested 
to answer another questionnaire, in which, based on the 
results of the analysis of the first questionnaire, the selected 
characteristics are ranked, i.e., are listed in order of their 
significance. The objective of the third questionnaire is to 
apply the established characteristics to evaluate the possible 
choices and to make the decision about the best choice that 
possesses the most valuable characteristics. Here is how it 
could be done. 
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Let the number of experts be ( )1,2,...,i n= , the number 
of characteristics of the choice under consideration be 

( 1, 2,..., )j m= , and the significance numbers in the developed 

ranking matrix be ijx , where refers to an expert and to a 
particular characteristic. The sums of all the columns and all 
the lines in the ranking matrix should satisfy the condition:

                                    
1 1 1 1

m n n m

ij ij
j i i j

x x
= = = =

=∑∑ ∑∑                                       (5)

Using the ranking matrix, one can assess the degree of 
correlation of the expert opinions. The discrepancies can 
be due to different qualifications of the experts and/or to 
their different opinions about the particular characteristic 
because of different knowledge about this characteristic. If 

there are no equal elements (ranks) ijx  in the ranking matrix, 
the concordance coefficient C can be calculated as
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is the correlation factor. If some of the elements (ranks) in 
the ranking matrix are the same, then the formula
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for the concordance coefficient should be used. In this 
formula
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and t is the number of ranks of the j-th type in each of the lines 
of the ranking matrix. If the calculated C value is small (say, 
smaller than 0.1) this could be an indication that the experts 
have been chosen wrongly and/or that their knowledge 
about the subject is not sufficient. If the calculated C value 
is very large (say, larger than 0.9), one should conclude 
that the analysis has been carried out too superficially, too 

formally, without an in-depth study of the attributes of the 
object of interest. In both extreme cases the process should 
be revisited and repeated. 

The deviation of the concordance coefficient from zero 
can be checked using the following Fischer criterion:

                                  
1 ln ( 1)
2 1

CZ n
C

 = − −                                  
(10)

The calculated Z value is compared with the Zα  value 
determined for a low level 0.01 0.05α = −  , and the degrees 

of freedom 1ν  and 2ν  . These are calculated as 1
21 ,m
n

ν = − −  

2 1( 1)nν ν= − . If Z Zα , then one should conclude, with the 
probability 1Q α≥ −  , that there is no agreement among 
the experts. In this case one should conduct new analysis 
or substitute the experts with new ones, who would agree 
better. This can be done, for instance, by excluding one of 
the experts from the team and by evaluating the coefficient 

1C  for the remaining experts. If 1C C  , this expert should 

be excluded from the team. If then 1C C  he/she should 
remain on the team. Such evaluations should be conducted 
for each expert. As a result of these evaluations, the degree 
of agreement among the experts remaining on the team 
increases.

At the next step one assesses the difference in the 
significance of different characteristics. This can be done on 
the basis of the computed variances. The significance of the 
rank is due to the following three independent components 
(inputs): 1) the component (input) that is due to the given 
expert; 2) the component (input) that is due to the given 
characteristic; and 3) the remainder that can be treated as 
a normally distributed random variable with zero mean and 
nonzero variance.

Hence, the total variance of the given characteristic can 
be represented as a sum of three components:
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is the total mean rank,
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is the mean rank for the i-th expert, and
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1 n

i ij
i

x x
n =

= ∑                                            (14)

is the mean rank for the i-th expert. The assessment of the 
differences in the significances of different characteristics 
are carried out by comparing the variances
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between the different characteristics, with the remaining 
variance being

2 2 2 2 2
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The significance of the difference in the variances 1D  

and rD  can be evaluated on the basis of the Fischer criterion:

  

                                       

11 ln
2 r

DZ
D

 
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for the degrees of freedom 1ν  and 2ν  , calculated as 
1 1mν = − , and 2 ( 1)( 1)m nν = − − . If Z Zα≥ , where Zα  is 

determined for a low enough α  value (say, 0.05α = ), then 
one concludes that the difference between the variances 

1D  and rD  is significant. This means that the difference 
in the roles of different characteristics is substantial, and 
the influence of the chosen characteristics is significant. If, 
however, Z Zα , then the difference between the variances 

1D  and rD  is insignificant, the difference in the roles of 
different characteristics is small and the influence of the 
given characteristic is not essential. If this is the case, one 
should broaden the number of characteristics and start a 
new Delphi process.

When conducting statistical analyses, one might be 
willing to assess the probability distributions of different 
characteristics and the differences in these distributions. The 
assessment of the significance in the distributions of different 
characteristics can be substituted by the comparison of the 

mean values of the corresponding ranks. Let us examine now 
how the difference in the mean values of the ranks can be 
assessed.

When the ranks for each criterion form random samples 
are evaluated, each of these samples is characterized by its 

mean ijx  value and variance
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j ij ij
j
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= −
− ∑
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The significance of the difference in the mean values of 
different ranks for different characteristics can be evaluated 
on the basis of the Student distribution tables by using 
a sequential comparison of the mean ranks for different 
characteristics:

            
k l

k l

k l
x x

x x

x x
t

D−
−

−
= , , 1, 2,...,k l m= , k l≠                          (19)

and the variance 
k lx xD − can be computed as

                              k l k lx x x xD D D− = +                                              
(20)

and 

                         
j

j
x

D
D

n
= , 1,2,...,j m=                                       (21)

The corresponding number of the degrees of freedom is
     

                               2( 1)nν = −                                                        (22)

If the table for the Student distribution results in the 

absolute value 
k lx xt −  that exceeds the value tα  determined 

on the basis of the Student distribution table, then one can 
conclude, with the probability 1Q α≥ − , that the difference 

in the mean values kx  and lx is insignificant and that 
the characteristics of interest are not different from the 
standpoint of their significance (influence), and can be put 
therefore in the same group. The next step is to evaluate 
the distributions of these characteristics from the factors 
affecting these characteristics. 
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Characteristics
Ranks

1x 2x 3x 4x 5x 6x 7x 8x
8

1
ij

j
x

=
∑Experts

1 3 4 2 5 1 6 8 8 37
2 4 6 2 5 6 7 1 7 38
3 2 5 1 6 3 4 7 7 35
4 3 4 1 3 2 5 6 8 32
5 1 2 3 3 5 2 6 4 26
6 2 3 1 4 1 5 6 8 30
7 6 4 3 1 2 2 5 7 30
8 4 5 2 1 3 2 6 8 31
9 3 2 1 6 4 3 5 6 30

10 5 8 3 2 4 7 1 6 36
11 2 4 1 8 3 2 5 6 31
12 2 3 1 7 2 7 4 5 31

12

1
ij

i
x

=
∑ 37 50 21 51 36 52 60 80 387

Table 3: Distributions of these characteristics from the factors affecting.

Let, e.g., an analyst is interested in assessing the validity 
of a possible choice of an anticipation algorithm using a set of 
eight characteristics (such as, e.g., the algorithms complexity, 
accuracy, computer time, user friendliness, development 
cost, time to develop, etc.). He/she invited n=12 experts 
who suggested 8m =  suitable characteristics to evaluate a 
particular algorithm, i.e., the possible choice. The obtained 
ranking matrix based on the experts’ evaluations is shown in 
Table 3. The condition (5) is fulfilled. Indeed,

8 12 12 8

1 1 1 1
387ij ij

j i i j
x x

= = = =

= =∑∑ ∑∑

so that the Table 3 data are consistent. The calculated 
sums of the columns indicate that the characteristic #3, 

with the sum 
3 21ix =∑  is the most important one and 

the characteristic #8, with the sum 8 80ix =∑  is the least 
important. Since in the Table 3 matrix some of the ranks 
are equal, the formula (8) should be used to evaluate 
the concordance coefficient. The formula (9) yields: 

1 3 4 6 7 8 9 11 6T T T T T T T T= = = = = = = = ; 2 12T = ; 5 12 12T T= =
; The correlation factor computed in accordance with the 
formula (7), is 2190S = . The concordance coefficient found 

on the basis of the formula (8) is 0.370C =  . In order to 
determine how far this coefficient is from zero we calculate 
the Z value by the formula (10). It yields: 0.930Z = . The 

degrees of freedom are: 1
20.930. 8 1 6.833 7

12
Z ν= = − − = ≈

2 (12 1) 6.833 75xν = − ≈  . For 0.05α = , with these degrees of 

freedom, we find: 0.35Zα = . Since this value is smaller than 
0.930Z =  we conclude, with the probability 0.95Q ≥  that 

there is a nonrandom agreement among the experts that the 
selected characteristics reflect well the value of the choice of 
interest. 

Let us assess now, using the formulas (15) and (16), the 
differences in the roles of different characteristics on the 
algorithms of interest and the significance of these roles. 

The mean values of the ranks of the different 

characteristics are: 1 3.08x = ; 2 4.16x = ; 3 1.75x = ; 4 4.25x =

; 5 3.00x = ; 6 4.33x = ; 7 5.00x = ; 8 6.67x = . The mean values 

of the ranks, as determined by the experts, are: 1 4.63x = ; 

2 4.75x = ; 3 4.38x = ; 4 4.00x = ; 5 3.25x = ; 6 3.75x = ; 

7 3.75x = ; 8 3.88x = ; 9 3.75x = ; 10 4.50x = ; 11 3.88x = ; 
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12 3.88x = . The total (averaged) mean rank is 4.03ijx = . The 

formulas (15) and (16) yield: 1 26.1D = ; 3.1rD = . The 
significance of the difference in the variances and can be 

checked using the formula (17). It yields: 1 26.1ln 1.06
2 3.1

Z  = = 
 

. With 1 7ν =  and 2 75ν =  for 0.05α =  , we find: 0.35Zα =

Since Z Zα  we conclude, with the probability 0.95Q ≥  
that the difference in the influence of the characteristics of 
interest is statistically significant, and the selected 
characteristics are suitable to evaluate the choice under 
consideration. 

Determine now the influence of the role of the selected 
characteristics on the general evaluation of the choice 
under consideration. Different groups of the selected 
characteristics can be addressed based on the assessment 
of the difference in the mean values of the ranks of different 
criteria. The standard deviations of the criteria can be found, 

using the formula (18), as follows: 1 1.44D = ; 2 1.69D =

;
3 0.87D = ;

4 2.30D = ;
5 1.54D = ;

6 2.10D =
;

7 2.13D =
;

8 1.30D =
.

 

The highest mean value of 8 6.67x =  has been given by the 

experts to the characteristic 8x . The standard deviation of this 

characteristic is 8 1.30D =  Then follows the characteristic 

7x  with 7 5.00x =  and The formulas (20) and (21) yield: 

8 7

2 21.3 2.13 0.5184
12x xD −

+
= = ,

8 7
0.72x xD − = . Using the 

formulas (19) and (22), we have: 
8 7

6.67 5.00 2.32
0.72x xt −

−
= = ,

2(12 1) 22ν = − = . For 0.05α =  and 22ν =  the Student table 

yields: 1.72tα = . Since 2.32t =  is greater than 1.72t = , we 
conclude, with the probability 0.95Q ≥ , that the difference 
in the mean values of characteristics #8 and #7 is statistically 
significant, and therefore these characteristics should be 
placed, based on their roles, in different groups. The other 

values can be calculated in a similar fashion:
7 6

0.77x xt − =

, 
6 5

1.76x xt − = , 
6 4

0.09x xt − = , 
5 1

0.13x xt − = , 
6 2

0.22x xt − = ,

5 3
2.45x xt − = , 

2 1
1.68x xt − = . Comparing the calculated t values 

with the 0.05 1.72t tα = =  one can select the following groups of 

characteristics: 1) 6x , 4x , 2x , 1x ; 2) 5x , 1x ; 3) 3x  . As a result 
of our calculations, we found that the characteristic belongs 

to two groups. The comparison of the values 
5 1

0.13x xt − =  

and 
2 1

1.68x xt − = shows however, that the characteristic 1x  

should belong to the same group as the characteristic 5x  . 

The final grouping is as follows: 1) 8x ; 2) 7x , 6x , 4x , 2x ; 3) 

5x , 1x ; 4) 3x  .The characteristic is the most influential and 

is followed by the characteristics 5x , 1x , 2x , 4x , 6x , 7x , 8x
. Hence the most suitable anticipation algorithm should be 
selected considering the obtained importance (priority) of 
the algorithm’s characteristics.

Conclusion

The details of the three particular DM related problems 
addressed in this analysis, namely, selection of DM experts, 
DM-based estimates using Student’s distribution, and DM-
based decision making support using Fischer criterion, can 
be helpful in anticipation problems in aerospace psychology.

References

1. Adams LA (1980) Delphi forecasting: future issues in 
grievance arbitration. Technological Porecasting and 
Social Change 18(2): 151-160.

2. Azani H, Khorramshahgol R (1990) Analytic Delphi 
method: a strategic decision making model applied to 
location planning. Engineering Cost and Production 
Economics 20(1): 23-28.

3. Bolongaro G (1994) Delpi Technique Can Work for New 
Product Development. Marketing News 28(1): 11.

4. Brockhous WL, Mickeldon JF (1976) The Delphi Method 
and Its Applications: A Bibliography.

5. Brown TA (1973) An Experiment in Probabilistic 
Forecasting. RAND 944: 1-45.

6. Brown BB (1968) Delphi Process: A Methodology Used 
for the Elicitation of Opinions of Experts. RAND 3925: 
15.

7. Breiner S, Cuhls K, Grupp H (1994) Technology 
Foresight Using a Delphi Approach: a Japanese-German 
Cooperation. R&D Management 24(2): 141-153.

8. Backley C (1995) Delphi: A Methodology of Preferences 
More Than Predictions. Library management, 16(7): 16-
19.

9. Dalkey NC (1969) Delphi method: an experimental study 
of group opinion. RAND Corp.

https://medwinpublishers.com/OAJA/
https://www.sciencedirect.com/science/article/abs/pii/0040162580900153
https://www.sciencedirect.com/science/article/abs/pii/0040162580900153
https://www.sciencedirect.com/science/article/abs/pii/0040162580900153
https://www.sciencedirect.com/science/article/abs/pii/0167188X90900053
https://www.sciencedirect.com/science/article/abs/pii/0167188X90900053
https://www.sciencedirect.com/science/article/abs/pii/0167188X90900053
https://www.sciencedirect.com/science/article/abs/pii/0167188X90900053
https://publichealth.buffalo.edu/cat/kt4tt/best-practices/need-to-knowledge-ntk-model/full-citations/full-citation-118.html
https://publichealth.buffalo.edu/cat/kt4tt/best-practices/need-to-knowledge-ntk-model/full-citations/full-citation-118.html
https://www.rand.org/pubs/reports/R0944.html
https://www.rand.org/pubs/reports/R0944.html
https://onlinelibrary.wiley.com/doi/abs/10.1111/j.1467-9310.1994.tb00866.x
https://onlinelibrary.wiley.com/doi/abs/10.1111/j.1467-9310.1994.tb00866.x
https://onlinelibrary.wiley.com/doi/abs/10.1111/j.1467-9310.1994.tb00866.x
https://www.emerald.com/insight/content/doi/10.1108/01435129510093737/full/html
https://www.emerald.com/insight/content/doi/10.1108/01435129510093737/full/html
https://www.emerald.com/insight/content/doi/10.1108/01435129510093737/full/html
https://www.rand.org/pubs/research_memoranda/RM5888.html
https://www.rand.org/pubs/research_memoranda/RM5888.html


Open Access Journal of Astronomy8

Suhir E. Anticipation Problems in Aerospace Psychology: Application of Delphi Method. Open J of 
Astro 2024, 2(2): 000117.

Copyright© Suhir E.

10. deHaan J, Peters R (1993) Technology: toys or tools? 
Results of a Dutch Delphi study. Information and 
management 25(6): 283-289.

11. Goldfisher K (1992) Modified Delphi: a concept for a 
new product forecasting. Journal of Business Forecasting 
11(4): 10-11.

12. Helmer O (1994) Adversary Delphi. Futures 26(1): 79-
87.

13. Koynak E, Bloom J, Leibold M (1994) Using the Delphi 
technique to predict future tourism potential”, Marketing 
Intelligence and Planning 12(7): 18-27.

14. Linstone HA, Turoff M (2002) Delphi Bibliography.

15. Mitchell VW (1992) Using Delphi to forecast in new 
technology industries. Marketing Intelligence and 
Planning 10(2): 4-9.

16. Sackman H (1974) Delphi Assessment: Expert Opinion, 
Forecasting and Group Process. Rand 1283: 125. 

17. Suhir E (1996) Viability Audit of Engineering Projects: 
Application of Delphi Technique. Bell Laboratories Dept, 
11174.

18. Suhir E (1997) Applied Probability for Engineers and 
Scientists. McGraw-Hill Education, pp: 592.

19. Suganthi L, Jagadeesan TR (1992) Energy Substitution 
Methodology for Optimum Demand variation Using 
Delphi Technique. Int Journal of Energy Research 16(9): 
917-928.

20. Suhir E (2011) Human-in-the-Loop: A Way to Assess 
the Role of the Human Factor in Vehicular Mission-
Safety-and-Success Problems. IEEE/AIAA Aerospace 
Conference, Big Sky, USA, 1168.

https://medwinpublishers.com/OAJA/
https://www.sciencedirect.com/science/article/abs/pii/0378720693900788
https://www.sciencedirect.com/science/article/abs/pii/0378720693900788
https://www.sciencedirect.com/science/article/abs/pii/0378720693900788
https://ibf.org/knowledge/jbf-articles/modified-delphi-a-concept-for-new-product-forecasting-350
https://ibf.org/knowledge/jbf-articles/modified-delphi-a-concept-for-new-product-forecasting-350
https://ibf.org/knowledge/jbf-articles/modified-delphi-a-concept-for-new-product-forecasting-350
https://www.sciencedirect.com/science/article/abs/pii/0016328794900914
https://www.sciencedirect.com/science/article/abs/pii/0016328794900914
https://www.emerald.com/insight/content/doi/10.1108/02634509410065537/full/html
https://www.emerald.com/insight/content/doi/10.1108/02634509410065537/full/html
https://www.emerald.com/insight/content/doi/10.1108/02634509410065537/full/html
https://www.emerald.com/insight/content/doi/10.1108/02634509210012069/full/html
https://www.emerald.com/insight/content/doi/10.1108/02634509210012069/full/html
https://www.emerald.com/insight/content/doi/10.1108/02634509210012069/full/html
https://www.rand.org/pubs/reports/R1283.html
https://www.rand.org/pubs/reports/R1283.html
https://onlinelibrary.wiley.com/doi/abs/10.1002/er.4440160911
https://onlinelibrary.wiley.com/doi/abs/10.1002/er.4440160911
https://onlinelibrary.wiley.com/doi/abs/10.1002/er.4440160911
https://onlinelibrary.wiley.com/doi/abs/10.1002/er.4440160911

	Abstract
	Introduction
	The Delphi Method (DM)
	Selection of Experts
	Estimate using Student’s Distribution
	Decision making Support using Fischer Criterion

	Conclusion
	References

