
Open Access Journal of Ophthalmology 
ISSN: 2578-465XMEDWIN PUBLISHERS

Committed to Create Value for Researchers

Development and Validation of a Code-Free Deep Learning Model for the Screening of Pathological 
Glaucoma and Glaucoma on Color Fundus Photographs

J Ophthalmol

Development and Validation of a Code-Free Deep Learning Model 
for the Screening of Pathological Glaucoma and Glaucoma on 

Color Fundus Photographs

Carolyn YTW1,2,3*, Timing L1,2, Tin LW3 and Henry HWL4

1Institute of Ophthalmology, University College London, United Kingdom
2Moorfields Eye Hospital NHS Foundation Trust, United Kingdom
3Faculty of Medicine, The Chinese University of Hong Kong, China
4Department of Ophthalmology and Visual Sciences, The Chinese University of Hong Kong, 
China 

*Corresponding author: Carolyn Yu Tung Wong, Prince of Wales Hospital, 30-32 Ngan Shing Street, Shatin, New Territories, 
Hong Kong, Email: carolcarol.carolyn@gmail.com

Research Article
Volume 9 Issue 2

Received Date:  July 10, 2024

Published Date: July 30, 2024

DOI: 10.23880/oajo-16000318

Abstract

Purpose: Myopia and glaucoma are major causes of vision impairment that are expected to rise in incidence in East Asia. 
Artificial intelligence (AI)-aassisted mass screenings may help reduce disease burden and improve long-term prognosis. CFDL 
is a deep learning (DL) subtype that facilitates non-AI-experts to derive their own AI models. With its resource-saving nature 
and ease of development, it may benefit resource-limited screening settings. This study evaluated the performance of CFDL in 
performing pathological myopia (PM) and glaucoma screening on colour fundus photographs (CFP)s.
Methods: We used labelled CFPs from the ODIR-K dataset to develop our CFDL algorithm using Google’s CFDL platform i.e. 
Vertex AI. 3374 normal, PM and glaucoma CFPs were identified and uploaded to Vertex AI. The uploaded images were split 
into 8-1-1 for training, validation, and testing. Our model’s performance was later compared to the state-of-the-art DL models 
identified through our targeted literature search. External validation of the model was performed on an independent cohort 
of CFPs retrieved from other datasets.
Results: At the 0.5 confidence threshold, our CFDL model achieved an area under receiver operator curve (AUROC) of 0.998, 
accuracy of 90.74% and recall of 90.74%. The sensitivity ranged from 94.44% (PM detection) to 40% (glaucoma detection). 
When externally validated, the model had a lower AUROC (0.863), accuracy (77.78%), and recall (77.78%) at the 0.5 confidence 
threshold.
 Conclusion: The study demonstrated the feasibility of a highly accurate CFDL model for PM and glaucoma screenings on CFPs.
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Abbreviations

AI: Artificial Intelligence; DL: Deep Learning; CFDL: Code-Free 
Deep Learning; CFPs: Colour Fundus Photos; ODIR-K: Ocular 
Disease Intelligent Recgonition; AUROC: Area under Receiver 
Operator Curve; CIs: Confidence Intervals; PALM: Pathologic 
Myopia Challenge Dataset; SMDG-19: Standardised Multi-
Channel Dataset for Glaucoma; RVO: Retinal Vein Occlusion.

Introduction

Myopia and glaucoma are major causes of visual 
impairment and Asian public health issues [1,2]. It is 
anticipated that the myopic population can reach 4.8 
billion by 2050 and the number of people with glaucoma 
will increase to 111.8 million by 2040, disproportionately 
affecting people residing in East Asia, like Thailand [1,3]. 
Despite the expected increase in myopia and glaucoma 
prevalence, mass screening intiatives for the two vision-
threatening conditions are still lacking. This is due to the 
fact that retinal specialists are continuously presented with 
other significant clinical obligations, such as managing 
various retinal disorders concurrently (e.g., surgeries and 
injections), whereas other healthcare professionals may lack 
the necessary competence to effectively identify myopia and 
glaucoma [1].

Furthermore, typical manually-performed mass 
screenings are thought to create extra load on ocular care 
resources in terms of clinical data processing, notably the 
interpretation of retinal CFPs [1]. If only human readers 
analyse visual data, the task might be immense [1].

Fortunately, artificial intelligence (AI) has evolved to 
play a significant role in automating clinical data processing, 
reducing the onerous burden [4]. Deep learning (DL), a subset 
of AI, has outperformed board-certified doctors in optical 
imaging classifications [5], such as diabetic retinopathy 
screenings [6]. Nonetheless, DL frequently necessitates 
significant computational and technical resources (e.g., AI 
professionals) for the successful construction of a model 
[7]. Individual physicians or institutions may not always 
have access to such technological and human resources [7], 
making it challenging to find AI solutions to fulfil unmet 
clinical demands for mass myopic and glaucoma screening. 
Code-free deep learning (CFDL) has come into the limelight 
as a subtype of DL in 2017, with the distinct feature of 
allowing physicians with no coding skills to develop their 
own AI algorithms [5]. CFDL platforms, which feature user-
friendly interfaces and simple navigation tools, address 
the pain point of feature engineering, model architecture 
selection, and hyperparemeter optimisation in DL model 

building via an end-to-end automation process [5,8].

Although previous research has investigated the 
performance of CFDL in the classification of colour fundus 
photographs into different retinal disease classes [7,9], none 
has investigated the capacity of CFDL in discriminating PM 
and glaucoma on CFPs, where such a CFDL-based classifier 
could benefit community-based screenings with limited 
medical resources available. The goal of this paper is to 
develop and validate a CFDL tool that can accurately screen 
for PM and glaucoma on colour fundus photos (CFPs).

Methods

We sought to follow the Transparent Reporting of a 
Multivariable Prediction Model for Individual Prognosis 
or Diagnosis Standards when conducting the study [10]. 
Standard AI reporting criteria were still being established 
around the time of writing, and none were readily accessible 
[11]. We complied with the recently released Consolidated 
Standards of Reporting Trials-AI extension (developed for 
clinical trial reporting involving AI) to properly indicate the 
key terms and findings [12].

Ocular Disease Intelligent Recgonition (ODIR-K) 
Dataset

The ODIR-K dataset [13] contained 10000 CFPs of 5000 
patients acquired from clinical databases of numerous 
hospitals/medical centres in China utilising various cameras 
on the market, including Canon, Zeiss, and Kowa. Under the 
oversight of quality control management, trained human 
readers labelled the images. The CFPs were labelled into 
normal, DR, glaucoma, cataract, AMD, hypertension, myopia, 
and other diseases/abnormalities classes.

Dataset Preparation and Model Training on 
Google Cloud Vertex AI AutoML

We removed those CFPs that were labeled with more 
than one label in the ODIR-K dataset as we aimed to design 
a single-label multi-class classification model that assigns 
one label/ diagnosis to each image. Such a process ensures a 
confounder-free dataset. The singly-labelled normal, PM, and 
glaucoma CFPs were then reviewed for quality. Re-labelling 
or image adjustments (e.g., brightness or orientation) 
were not performed. To avoid selection bias, we also did 
not perform a manual selection of the identified CFPs [14]. 
Our training dataset contained 3374 labelled CFPs, with 
2834 being normal, 231 being PM, and 309 being glaucoma 
images. Examples of the training CFPs for PM and glaucoma 
are displayed in (Figures 1&2), respectively.
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Figure 1: Example of training CFP for pathological myopia.

Figure 2: Example of training CFP for glaucoma.

The CFPs, as well as the CSV file with the file paths, were 
subsequently submitted to the Google Console Vertex AI 
platform for model training. For our model training, we chose 
a ‘single-label multi-class classification job’ and followed the 
platform’s instruction to divide our CFPs into three sets: 80% 
for training, 10% for validation, and 10% for testing. With 
previous evidence suggesting reasonable repeatability for 
AutoML training, we performed each experiment once [15]. 
Early stopping was automatically enabled to minimise the 

computational cost. Eventually, an exportable, multi-class 
classification model was built automatically.

The platform also generated various performance 
indicators for the model automatically, such as the area 
under receiver operator curve (AUROC), precision, recall, 
and F1-score [16,17]. Confusion metrices were also 
created automatically, reflecting the number of times (and 
percentages) each label was predicted for each label in the 
testing set. However, variability measures such as confidence 
intervals (CIs) were unavailable.

External Validation 

The Google Dataset Search engine and the Kaggle 
Dataset Search engine were used to find publicly available 
datasets for external validation of the model. The Pathologic 
Myopia Challenge dataset (PALM) and the Standardised 
Multi-Channel Dataset for Glaucoma (SMDG-19), both of 
which contained labelled CFPs for PM and glaucoma, were 
considered appropriate for our model context.

CFPs for PM, glaucoma, and normal were selected at 
random from PALM and SMDG-19 for external validation. Only 
CFPs with a single label for normal, PM, or glaucoma were 
included in the study. There were no image modifications 
or re-labeling. The external validation dataset includes 30 
normal, 30 PM, and 30 glaucoma CFPs.

Statistical Analysis

Since the platform was unable to provide such metrics, 
sensitivity, specificity, and accuracy were derived manually 
from the overall confusion matrix using relevant formulas. 
True positive/(true positive+false negative) was the formula 
for sensitivity, whereas true negative/(true negative+false 
positive) was the formula for specificity [17]. The per-
class accuracy has been calculated as (true positive+true 
negative)/(true positive+false negative+true negative+true 
negative+true negative+true negative+true negative+false 
positive) [17]. 

State-of-the-Art DL Models Designed for 
the Multi-Class Classification of Myopia and 
Glaucoma 

A focused literature search was conducted on MEDLINE 
(through PubMed) on December 30th 2023, using the 
search terms ‘deep learning’ AND ‘glaucoma’ AND ‘myopia’ 
to locate published DL models designed for the multi-class 
classification of PM and glaucoma on CFPs. (Figure 3) depicts 
the search strategy. However, none were found to have 
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designed a three-class classifier for the classification of PM 
VS glaucoma VS normal on the same training dataset as ours. 
Considering it was not our intention to statistically compare 
point estimates of performance measures, we tolerated 
discrepancies in datasets and model design (e.g. number 
of classes) for the research that built myopia and glaucoma 

multi-class classifiers utilising CFPs. Our objective was to 
make use of the expert-designed DL models to demonstrate 
the state-of-the-art performance attained by conventional 
DL in the multi-class categorization of myopia and glaucoma 
on CFPs. 

Figure 3: Search strategy for targeted literature search.

All reviewed DL models [18-20] were convolutional 
neural networks (CNN) that classified PM and glaucoma, 
alongside other retinal conditions like hypertensive 
retinopathy and retinal vein occlusion (RVO) on CFPs, and 
had certain classification task performance metrics, such as 
accuracy, sensitivity, and specificity.

Results

On the CFPs, the CFDL classifier demonstrated highly 
accurate diagnostic performance. Internally validated 
AUROC, accuracy, and recall for the model were 0.998, 

90.74%, and 90.74%, respectively, at the 0.5 confidence 
threshold.

When internally tested at the 0.5 confidence threshold, 
the classifier obtained per-class accuracy of 90.74%, 98.79%, 
and 91.76% for normal, PM, and glaucoma identification, 
respectively. The sensitivity ranged from 96.04% for normal 
and 94.44% for PM detection to 40% for glaucoma detection. 
When it came to per-class specificity, PM and glaucoma 
detections were more specific (99.13% and 97.11%, 
respectively) than normal class detections (62.79%). Table 
1 summarises the findings of the internally validated model.

 
Area-under 
Precision-

Recall Curve

Area-under 
Receiver-

Operator Curve
Accuracy F-1 

score Precision Recall Sensitivity Specificity

Overall 0.971 - 90.74% - 90.74% 90.74% - -
Normal - - 90.74% - 93.20% 96% 96.04% 62.79%

Pathological 
myopia - - 98.79% - 89.50% 94.40% 94.44% 99.13%

Glaucoma - - 91.76% - 58.80% 40% 40% 97.11%

Table 1: Overall and per-class performance of the AutoML multi-class classifier upon internal validation.
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The classifier has an overall AUROC of 0.863, accuracy 
of 77.78%, and recall of 77.78% after external validation 
at the 0.5 confidence threshold. Normal, PM, and glaucoma 
detection accuracies are 77.78%, 80.46%, and 95.89%, 
respectively. Normal class detection has the highest per-

class sensitivity (100%), followed by glaucoma (90%) 
and PM (43.33%). In terms of per-class specificity, the PM 
and glaucoma classes (100% and 93.48%, respectively) 
outperformed the normal class (60%). Table 2 summarises 
the model’s performance outcomes after external validation.

 

Area-under 
precision-

recall 
curve

Area-under 
receiver-
operator 

curve

Accuracy F-1 
score Precision Recall Sensitivity Specificity

Overall 0.727 0.863 77.78% 0.778 77.78% 77.78% - -
Normal - - 77.78% 0.75 60% 100% 100% 60%

Pathological myopia - - 80.46% 0.947 100% 90% 43.33% 100%
Glaucoma - - 95.89% 0.605 100% 43.30% 90% 100%

Table 2: Overall and per-class performance of the AutoML multi-class classifier upon external validation.

Discussion

A CFDL-based screening technique was created in 
this work to detect PM and glaucoma using just CFPs. For 
model training, validation, and internal testing, a publicly 
accessible dataset including CFPs acquired using various 
fundus cameras in various geographical regions in China 
was used. Our results reveal that our CFDL performed well 
in PM and glaucoma screening, with an AUROC of 0.998, 
precision of 90.74%, and recall of 90.74% in the internal test 
set. The CFDL algorithm performed reasonably in diagnosing 
myopia and glaucoma in the external test set, with an AUROC 
of 0.863, accuracy of 77.8%, and recall of 77.8%. Our study 
went on to compare the model’s potential to detect myopia 
and glaucoma with the state-of-the-art performance attained 
by traditional DL models in detecting numerous retinal 
conditions including myopia and glaucoma, on CFPs. This 
is the first study to our knowledge that examines CFDL’s 
ability to accurately recognise PM and glaucoma on CFPs. 
We utilised CFPs because they are simpler to operate and 
more cost-effective as compared to imaging modalities like 
optical coherence tomography, which made them suited for 
mass screening throughout the community [21]. The CFDL 
model we developed may aid in resource-constrained mass 
screenings for PM and glaucoma at the community level 
or in isolated geographical areas with restricted access to 
healthcare. 

Previous research used conventional DL to screen for 
myopia and glaucoma, as well as other prevalent retinal 

diseases on CFPs. Table 3 summarises the findings of the 
traditional DL models. Guo C, et al. [18] developed a DL-based 
five-class classifier to identify PM and glaucoma on CFPs, as 
well as retinitis pigmentosa and maculopathy. The model 
had an average accuracy of 0.962 in detecting glaucoma 
and myopia. Zhu S, et al. [19], on the other hand, built a 
six-class classifier to predict high myopia and glaucoma 
in a cohort of CFPs bearing diverse retinal conditions (e.g., 
macular degeneration and retinal vein occlusion). The 
model achieved an overall accuracy of 95.59%. Han Y, et al. 
[20] constructed a generative adversarial network-based-
DL model to distinguish glaucoma and myopia from other 
retinal conditions such as diabetic retinopathy and age-
related macular degeneration on CFPs. The model correctly 
classified glaucoma and myopia with 83.89% and 88.78% 
accuracy, respectively. We attempted to locate bespoke 
DL models trained on identical datasets as ours (ODIR-K) 
for a three-class classification of glaucoma, myopia, and 
normal fundi on CFPs, but were unsuccessful. As a result, 
we used existing DL models developed for the multi-class 
classification of myopia and glaucoma. Despite differences 
in datasets, model size, and architecture, our CFDL model 
obtained per-class accuracy of 98.79% and 91.76% for PM 
and glaucoma diagnosis, respectively, which is comparable to 
the state-of-the-art performance attained by DL classifiers. 
Hence, CFDL is a potentially useful AI tool for PM and 
glaucoma diagnosis. Future research should directly compare 
the discriminative performance of our technique to custom 
DL models constructed on the same dataset.
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 Dataset source Dataset 
Size Method Task 

Area 
under 

Receiver 
Operator 

Curve

Accuracy F-1 score Sensitivity Specificity

Guo C, 
et al. 
[18]

Colour fundus 
photographs 

retrieved from 
the Kaggle 

public dataset 

250 CFPs 
used for 
training 

Deep learning 
convolutional 

neural 
network (CNN) 
(MobileNetV2)

5-class 
classification  

(healthy, 
glaucoma, 

pathological 
myopia, 

maculopathy 
and retinitis 

pigmemntosa)

-

Average: 
0.962 

 
Glaucoma: 

0.96 
 

Pathological 
myopia 

(PM): 0.944

-

Average: 
90.4% 

 
Glaucoma: 

90% 
 

Pathological 
myopia 

(PM): 86%

Average: 
97.6% 

 
Glaucoma: 

97.5% 
 

Pathological 
myopia 

(PM): 96.5%

Zhu S, 
et al. 
[19] 

CFPs retrieved 
retrospectively 

from the 
Intelligent 

Ophthalmology 
Database of the 
Ophthalmology 

Hospital of 
Nanjing Medical 

University

2400 
CFPs 

used for 
training

Deep 
learning CNN 

(EfficientNet-B4) 

6-class 
classification 

(healthy, 
glaucoma, high 

myopia, diabetic 
retinopathy, 

macular 
degeneration 

and retinal vein 
occlusion)

Glaucoma: 
0.983 

 
High 

myopia 
(HM): 
0.979

Overall: 
95.59%

Glaucoma: 
94.62% 

 
HM: 

97.37%

Glaucoma: 
97.62% 

 
HM: 96.10%

Glaucoma: 
99.07% 

 
HM: 99.60%

Han Y, 
et al. 
[20]

CFPs retrieved 
from 3 public-
available and 1 

proprietary 
dataset

64,351 
normal 

CFPsand 
26,148 

CFPswith 
lesions

Generative 
adversarial 

network-based 
DL model

6-class 
classification 
(glaucoma, 

myopia, diabetic 
retinopathy, age-
related macular 
degeneration, 

catarct and 
hypertensive 
retinopathy)

Glaucoma: 
0.916 

 
Myopia: 

0.961

Glaucoma: 
83.89% 

 
Myopia: 
88.78%

-

Glaucoma: 
83.70% 

 
Myopia: 
88.83%

Glaucoma: 
84.0% 

 
Myopia: 
88.75%

Table 3: Summary of the traditional deep learning multi-class classification models.

In East Asia, glaucoma and PM have now become the 
leading causes for blindness [22]. A routine screening 
program to identify asymptomatic patients and refer them 
for treatment in a timely fashion could reduce disease burden 
and improve prognosis [23]. Routine screening for glaucoma 
and PM was shown to be very cost-effective, with AI-assisted 
screening being the most cost-effective method for regular 
screenings [23]. While AI promises to underpin broad-
scale myopic and glaucoma screenings, the affordability, 
accessibility, and flexibility of the AI tool should play crucial 
roles in establishing an economically viable, sustainable, and 
adaptable screening program in the long term [23].’ 

Our model demonstrated characteristics that are in line 
with the goals of broad PM and glaucoma screenings. First, 
CFDL is resource-saving in nature. Expert resources, like AI 

engineers and analysts, can be saved because CFDL platforms 
automate the necessary steps in DL model construction 
(model architecture selection and hyperparameter 
optimisation) [24] and allow developers to gain immediate 
access to the model results via a graphical user interface 
without the need for analysts to interpret results [25]. Time 
can also be saved since AutoML eliminates the requirement 
for developers to go through a trial-and-error process to 
adjust a DL model that is appropriate for the application 
setting [26]. The optimal settings for the DL model [26] are 
determined automatically by AutoML. Furthermore, more 
complicated and sophisticated algorithms for processing 
a greater quantity of data and variables may be generated 
swiftly via Cloud, without the need for heavy hardware or GPU 
resources [7,24]. This is especially useful for doctors dealing 
with population-level data in a screening scenario. CFDL’s 
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resource-friendliness supports screening programmes with 
minimal budget and expertise accessibility [26]. Second, 
physicians may better tailor screening algorithms to their 
specific application circumstances. It is worth noting that 
there may be a mismatch in expectations between model 
builders and medical researchers when physicians rely only 
on ML specialists with no public health experience to design 
models, resulting in models that do not meet the needs of the 
clinicians [24]. Adjusting the confidence threshold to fine-
tune the algorithm’s sensitivity and specificity for detecting 
pathologies is a form of customisation [8]. Following model 
deployment, fine-tuning is also easily accomplished using 
CFDL platforms. CFDL solutions offer post-deployment 
monitoring of algorithm performance and allow developers 
to easily improve their models with new data acquired in 
deployment scenarios without having to retrain the model 
[8]. CFDL is more flexible than manually constructed models 
and can be readily improved in response to changes in the 
deployment scenario [24]. 

Although our CFDL model gives high diagnostic 
accuracy in general and may be useful in screening contexts, 
performance is not always constant. Sensitivity varies with 
class, ranging from 96.04% in normal class detection to 40.0% 
in glaucoma class detection. This is due to the unbalanced 
dataset, in which the normal class comprised much more 
CFPs (2834 CFPs) than the glaucoma group (309 CFPs). This 
problem may be remedied by implementing a thresholding 
technique in which the algorithm’s sensitivity and specificity 
can be modified by adjusting the confidence threshold [8]. 
Ophthalmologists can tailor the classification algorithm 
to their unique needs by selecting the best combination of 
sensitivity and specificity [27]. An in silico screening system 
for PM and glaucoma, for example, should be very sensitive 
[27]. This may be accomplished by lowering the confidence 
level [8]. However, given the already constrained hospital 
resources in the community where false positives are not 
desired [8], fine-tuning the confidence threshold to achieve 
a fine balance of sensitivity and specificity that suits the 
deployment environment context can be easily and efficiently 
executed in a postprocessing step [28]. 

Our CFDL model, like other DL models, has been 
shown to have strong internal validation performance 
but worsened in external testing settings [29-31]. This is 
because there is a data shift [32]. Given the relatively small 
size of our training dataset and the homogeneous patient 
demographics (ethnicity), model training might have been 
biased and non-generalized [33]. When confronted with a 
new CFP dataset with out-of-distribution characteristics 
such as different disease prevalences (myopia and glaucoma) 
in the population, distinct diagnostic criteria (e.g., glaucoma 
definition ground truth), and varied image properties (e.g., 
field of view or colour distribution), the CFDL model may 

have been insufficiently robust to handle the distribution 
changes [34,35]. 

There are several strengths in our study. First, we did 
not make adjustments (e.g., brightness or pixel change) 
to the eligible CFPs, as it was previously reported that 
tampering with images in minor ways could potentially 
undermine the algorithm’s classification [36]. A previous 
study discovered that human-undetectable changes in the 
pixels of CFPs caused the model to misclassify half of the DR 
CFPs as normal [37]. Moreover, we utilised datasets made 
available to the public and detailed our methodology in study 
design that allows research reproducibility. Additionally, 
we only included retinal diseases that are most prevalent 
and distressing to our community, such as glaucoma and 
pathological myopia [38]. Unlike other multi-class classifiers 
that performed glaucoma and PM classification on CFPs, less 
prevalent disease classes, such as hypertensive retinopathy 
and RVO, that are irrelevant to our pressing screening needs 
were excluded in our algorithm’s development [38]. This 
increases the screening utility of the model [38]. 

Our algorithm, however, has certain drawbacks that 
necessitate cautious interpretation of our findings. First, 
because our model only used CFPs from a single publicly 
available dataset, inherent biases may have existed. Limited 
data availability, the single-image capture technique, and 
limited camera model availability are all sources of bias 
[38]. Compiling a training dataset using CFPs obtained 
from different publicly available databases would better 
reflect the varied and dynamic real-world environment, 
while reducing data bias associated with single-source 
acquisitions [38]. Furthermore, the model’s performance 
has not been compared to that of physicians. Comparing the 
model’s performance to that of physicians demonstrates the 
model’s clinical relevance and efficacy [38]. Additionally, 
without being validated on real-world data, it is uncertain 
if the model’s diagnostic performance can be transferred 
into clinical efficacy. Finally, our study solely looked at 
the model’s diagnostic accuracy and did not look at other 
application issues. Considerations should include the 
model’s cost-effectiveness, the model’s comprehensibility, 
the algorithm’s acceptance, and any safety or liability 
problems associated with model use. To ensure the model’s 
effective implementation in real-world situations, a multi-
dimensional examination of both its performance and 
application factors should be done.

Conclusion

Using CFDL, we proved the capability of physicians with 
little coding knowledge to generate accurate DL algorithms 
for PM and glaucoma screening. Our model achieved state-of-
the-art overall performance, but it still requires refinements 
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with improved training data and setting customisation to the 
deployment circumstance.
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